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1. Summary. This paper starts from a (ptq)-variate normel populaticu
(p < q) with a p.d. dispersion matrix consisting of submatrices

Ell(p X p), Zee(q x q), 212(p x q) which stand respectively for the

dispersion matrix of the p-set, the g-set and that between the p-set
and the g-set, and then defines; in a natural manner, the matrix of

regressicn of the p-set on the q-set, in the form ZleLéé. This matrix

is denoted by B(p x q) and a bilinear function gi(l x p)B(o x q)ge(q x 1)
is considered where gl(p x 1) and ge(q x 1) are two arbitrary vectors,
each of unit modulus. Simultaneous confidence bounds are given on all

such bilinear compounds giﬁge with a joint confidence coefficient greater

than or equsl to a prea signed level. For this purpose certain results
and techniques are used which were discussed in previous papers [‘1,2,5._7

2. Introduction. We recall the confidence statement / 1, (“.i.k) 7,

with a confidence coefficient 1 - G

t_(n-2) 3 8 t_(n-2) T

(2.1) b-E——(1-r") 2gpgvrs s 5
n-2 2 n.-2 2

where B (which is now a scalar) stunds for the poou.aii.: rcgression

of X, on x, (where Xy and X, have a bivariate ncrmal distribution),

b for the sample regression (ir a ru.adom sample of size n 2 5),
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for the sample correlation, 8y and 8, for the two sample standard deviations
t of the t-distribution with D.F.(n-2).

P .. | P -
and t&' for the upr

We also note that
2
(2.2) v = rsl/s2 = rslsg/s2 and B = po. 0O /o2

where p, 01, and 02 stand respectively for the population correlation

coefficient and the two standard deviations,
Denoting by C(M) the characteristic root of a p x p matrix (whose
elements are real or complex numbers) we recall also / 2, (1.2)_7 that,

if a(p x q) and B{q x p) are two such matrices, then

(2.3) C(AB) = C(Ba),

meaning thereby that any non-zero roct Of&nB)iS also a non-zero root of

(BA) and vice versa.

We also note that
(2.4) tr (AB) = tr (Ba).

We further recall Zfé, (2.2.&)_7 that if A and B are two p x p hermitian
matrices, one of which, say A, is p.d. and the other, i.e.,, B, at least

p.s.d., then, denoting by - and nin the largest and the smallest

characteristic roots, we have

(2.5) cmin(A) cmin(B) < allc (AB) < < (a) e _(B).

ax max

We next recall / 3, first paragraph of section 5 7 that

5 Nea ™ " 1 E " -
(2.6) "If E,, then E)" — El( E," —> P(E,) < P(E,).
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We now start [—l, gection 6.2;7 with a random semple cf size n ( > ptq; p

S R S S, S e e :
from a (prgj-variale norwal population, and next recduce for the me

t ]
511 812\ P P Y \ (Yl Ye) n-1
(n-1) B ?
510 S fa 2l } P q
P q n-1

where Sll’ 32Q and 812 stand respectively for the sample dispersion sub-

matrices of the p-set, the g-set and thet between the p-sel and the g-set
and where Yl and Y2 have the p.d.f.
-1
zll Z12 1
(2.7) const. exp.[ -4 tr (Y X))

_ . 1 >
: %
%0 22 Yo

We next recall [—1, section 6.2;7 that there exist non-singular pl(p X p)
and p2(q X q) such that

s = ) A § = )
(2.8) . (pxp) =u(pxp)ulpxp), 2(axa)=ulaxaq)uyaxa)

and %, ,(p x @) = u,(p x p) (qu

P a-p

C) wiaxa) ,

where QHES stands for a diagonal matrix the squares of whose diagonal

elements are the (all non-negative) chuaracteristic roots of the matrix

21} Zleiéézie {i.e., the squares of the population canonical correlations

between the p-set and the g-set). As in /1, sectiun 6.2 /, denoting by

I(m) an m x m identity matrix, we have
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Going back to (2.7) and using (2.4) we have now

: 1 \
(2.10) tr
" )

D/__m’_“l ( o)\\ Wto0 0

= tr J1/1 -Q JOA -0 | (Yr Y1)

0 ‘ I(q) /(o wb Ay h °
2 /\'2

V)

)L 2. |

\

‘D B lI’q) Z.2

(Z zL)

\ -



where
7 _ -1 \ -1 ..
(2.11) Zl =D n Y1 -[D 0) ko i,
JU1 < 875!
=i
ZE = My YC 8

Thus it is easy to check from (2.7), (2.10) and (2.11) that (Zl, 22)

have the p.d.f,

By

(2.12) const. exp. -3 tr (21 2)) .,
\ 2‘2
Consider now, for any two arbitrary non-null vectors gl(p x 1) and

gz(q x 1) and for a fixed positive 6,, the statement

(2.13) (a3 2, 2} 8,)°

Z

a)){a} 2, 2} 3,

N
(a) 2y 2] 2

whi~h can be written in terms of Yl and Y2 as

2
[ i ) -1
[z lYlfe“e '(D : ) lYe 2““ a, f

(2.14) J'_/l -0 Jon .o

(agi ¥o0pmy " ep) (2j00's,)
where
(2.15) & =D o A S - B

J—ll_@“l 1 ( /l_@}“e 2

Now putting



(2.16) bi(1 x p) = a} D _11 and /(1 x @) = aguz’

and using (2.8) and (2.6), we check that (2.14) reduces to

2
Lo (Y)Y} - BY YY) by ]

<8
. ' v ' At i)

or

2
[Ei(sle " BSéz)‘lz\J

<
. N 5 e o
i ' _ B3R! 405 '
(b3S,n05) [B1(8))-8) 8" - BE]+85,,8%)b) 7

where

(2.17) B(pxaq) = ul(lb—é- 0) “;l B 2‘12)‘55%> )

B defined by (2.17) can be appropriately called the matrix of population
regression ol the p-set on the g-set and it is the only set of population
parameters that occurs in the statement (2.17).

5. Confidence bounds on the regression matrix 8.

It is Wwell known 171_7 that the statement (2.17), for all arbitrary

non-null‘g1 and 22, is exactly equivalent to
1]
(3.1) all 0,'s < 8, or Op < 9>
where 6,'s (1 =1, 2, ..., p; 050, < .0 < Op < 1) are the roots of

the determinantal equation in 6:

]
o

1 ' o -1 1 1
(5.2) |0(5),-5,B'-BS] #85,8') = (5),-85,,)8,5(5],-5,8")



=

Now put X = 2/1 - 0, so tha* we have from (3.2), the determinantal

equatior in A

-1,
(5.3) ! M8)1-8) 800510

-1 -1 t 1 =l
- (85855 = B)S(S5815 - B} = 0.
The statement (3.1) can now be replaced by the statement that
(3.4) the largest characteristic root < Oo/l - Oo,

(3.5) all ¢ [7(S,-5,55081,) 7 (B-B)S,,(B'-") T < 6,/(1-0) ,

where

-1

(3.8) B(pxaq) =88, ,

which may be appropristely called the matrix of sample regression of

the p-set on the q-set.
We note that (3. (5.1 "o that ©_ is the largest
(3)):; ):> (2.13), so that b g
=) -1
t t t ]

characteristic root of the matrix (ZlZl) (zlze)(zeze) (Zng), where

(z,, Ze) have the p.d.f. (2.12). The joint distribution of these central

Gi's, and also of the largest root ©_ being known, all that we have to do

r

to make (3.5), i.e., (3.1), i.e., (2.13), a simulteneous confidence state-

ment with a Joint confidence coefficient 1 - ¢ is to chnose 90 = Oﬁ(p,q,nal)
L

where the quantity on the right hand side is defined by

(3.7) P (central Qp > Oo) = &,

Substituting now QG(P> q, n-1) (to be somet.imes denoted more simply

by G.) for 9 in (3.5), we have a simultaneous confidence statement with a

Joint confidence coefficient 1 - a:
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Now applying (2.3), (2.5) and (2.6) (in the same manner as in
[737), ve have from (3.5), now with a Joint confidence coefficient

>1 -4, the following simulteneous confidence statement

(] 1 0 .’1
(3.8) allc [ (B -B)B' -B") ] < = % ax'11 312322312) X Cau(8p)
C.

-1) -

Now note that cmax(s22

/ min(s

T
CpaxtS11 312322312) < Crax(811) Sy (T - 87)8,,85,5,) and

gloy A el
_c su 12520810) = 1 - cpy(51188,581) -

Using thesz, we check that (3.8) can bte replaced by the following (with

a confidence coefficient > 1 - a):

(3.9) allc /(B -g)®B' -B') 7 < = & [1 min 1}.q1c322312)~7
= cmax(sll)/cmin(822)'

we next recall the following two well-known results (repeatedly used in 171_7):

(3.10) all c(M) < g (for a p x p real matrix M with real roots)
<L

-

:::j) Qi (1 x p) M(p x p) gl(p x 1) (for all erbitrary unit vectors gl) and
1\ t < | (] l

(3.11) x' (Lxq) x(ax1) h(>1) = %1 xd) d(ax 1)} </ B

(for all arbitrary unit vectors 92).

Applyinz (3.10) and {3.11) to (3.9) we have (with a joint ccnfidence

coefficient > 1 - o) the following simultaneous coufidence statement (for



=G 5
all arbitrary unit vectors gl(p x 1} and 52\% x 1) ))

(3.12) | 4; (B - B) 32\ < [rignt hand side of (5.9)_7%

or ultimately

(3.13) E]'_ Bg.g - /k Sg.i vB.d.259.13£1.2+ /s,

where

(3.04) B = [04/(1 - Q)T L1 - epy (5775155558100 7 Lo, (81))/en; (855 7.

A set of simultaneous confidence bounds on just the elements B of the

iJ

B-matrix would be a subset of the bounds on the total set 9i59°° It is

worthwhile to check that if p = @ = 1, (3.13) reduces, as it should, to

(2.1). a~lsc if p = 1, we should have another special case of (3.13) giving

a set of simultaneous confidence bounds on all linear functions of the partial
regressions of one variate on several others. Thus, in several ways, (3.13)

Beems to be an appropriate generalization of {2.1).
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